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ABSTRACT
Search systems, like many other applications of machine learning,

have become increasingly complex and opaque. The notions of rele-

vance, usefulness, and trustworthiness with respect to information

were already overloaded and often difficult to articulate, study, or

implement. Newly surfaced proposals that aim to use large language

models to generate relevant information for a user’s needs pose

even greater threat to transparency, provenance, and user interac-

tions in a search system. In this perspective paper we revisit the

problem of search in the larger context of information seeking and

argue that removing or reducing interactions in an effort to retrieve

presumably more relevant information can be detrimental to many

fundamental aspects of search, including information verification,

information literacy, and serendipity. In addition to providing sug-

gestions for counteracting some of the potential problems posed

by such models, we present a vision for search systems that are

intelligent and effective, while also providing greater transparency

and accountability.

CCS CONCEPTS
• Information systems→Users and interactive retrieval;Lan-
guage models.
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1 INTRODUCTION
This paper is concerned with online search as a prominent and

widely used method for information seeking. This process typically

involves a user expressing their information need using keywords

or a question, and the system returning a ranked list of information

objects. In addition to such a prototypical case of query-document

matching, several other methods exist that attempt to connect a
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user with the potentially useful information as quickly and effec-

tively as possible. Examples include passage retrieval [58], question-

answering systems [39], and dialogue or conversational systems

[56]. We observe a trend towards valuing speed and convenience

and ask: Is getting the user to a piece of relevant information as

fast as possible the only or the most important goal of a search

system? We argue that it should not be; that a search system needs

to support more than matching or generating an answer; that an in-

formation processing system should provide more ways to interact

with and make sense out of information than simply retrieving it

based on programmed in notions of relevance and usefulness. More

importantly, we argue that searching is a socially and contextually

situated activity with diverse set of goals and needs for support

that must not be boiled down to a combination of text matching

and text generating algorithms.

In this perspective paper we examine a couple of new proposals,

whichwe refer to collectively as the Google proposals since they stem
from Google, which involve closed-off systems that could generate

relevant text in response to a user’s queries, aiming to leverage large

amounts of data and language models (LMs). We argue that such

approaches miss the big picture of why people seek information and

how that process contains value beyond simply retrieving relevant

information. Beyond the critique of a few proposals, this paper

offers a broad perspective of how search systems and society have

evolved with each other and where we should go from here.

We begin by describing and examining the essential ideas of

proposals by Metzler et al. [49] and Google in the next section

(§2). We summarize why we believe these proposals are flawed in

technical and conceptual terms. To better understand these flaws

and to envision better systems, we need to examine search as an

information seeking activity embedded in specific social and tech-

nological contexts. Therefore, we take a step back in Section 3 to

understand how search has evolved over the past few decades and

how it should support several important informational activities.

We then analyze the Google proposals with the lens of information

seeking strategies (ISS) framework in Section 4, examining how and

where such proposals fail to cover the broader goals of information

seeking. In Section 5, we provide recommendations for two scenar-

ios: first, a set of ‘guardrails’ that should be put in place for any

deployment of language-model-based search agents and second,

an alternative vision for what a future of search could look like.

We conclude the perspective paper in Section 6 with a summary

of our critique, our recommendations, and points for discussion by

the broader information retrieval (IR), human-computer interaction

(HCI), and natural language processing (NLP) communities.

2 RETHINKING SEARCH
In ‘Rethinking Search’, Metzler et al. [49] propose a vision for the

future of search which builds on today’s large language models
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and imagines users who wish for search engines to function as

‘domain experts’ able to answer their questions directly, rather than

as tools for finding documents which may contain the information

sought, or for other types of interactions with information. At

GoogleIO 2021, Sundar Pichai demoed LaMDA “a language model

for dialogue applications [. . . ] designed to converse on any topic.”
1

The demo did not give many details on how LaMDA is constructed,

but it appears to be very much in the same vein as Metzler et al.’s

proposal in terms of envisioning fulfilling information needs with

dialogue agents. Another Google announcement in the same vein

is the blog post
2
by Google VP of Search, Pandu Nayak, about the

system called MUM (‘Multitask Unified Model’), again framed as a

step towards answering questions the way an expert would. The

benefits of this system, as articulated in the blog post, center around

relieving the user of needing to submit multiple queries as they

seek to carry out some task.

The ideas in [49], LaMDA and MUM are not one unified proposal

and furthermore the details of each are sketchy ([49] because it is

a broad vision for future directions rather than specific tech, the

other two because the only sources are a demo and a blog post).

Nonetheless, we see certain key commonalities between them: All

seem to involve an interface designed around a conversational

agent and to rely at their core on the recent advances in large

language models. We will refer to these three collectively as the
Google proposals.

Metzler et al. list a dozen challenges that need to be addressed to

achieve the vision they propose: (1) training models to learn associ-

ations between terms (or sequences of terms) and documents; (2)

training a single model that can handle different types of search ac-

tivities, including keyword queries, questions, locating documents

related to an input document, and summarization; (3) extending

the few-shot/zero-shot learning setups enabled by language models

(LMs) to these search activities; (4) generating responses that are

authoritative, transparent, unbiased and written in accessible style,

handle diverse perspectives fairly, and include citations to the un-

derlying corpus; (5) addressing the fact that LMs run as generators

make things up;
3
(6) building models that are capable of reason-

ing over structured information (e.g., arithmetic, geography, time);

(7) training models that combine multiple modalities; (8) training

models that can leverage structural relationships within and be-

tween documents; (9) working for and across multiple languages;

(10) addressing the challenges of scale; (11) developing systems for

incremental learning so that the model changes as the corpus does;

and (12) ensuring that the models are interpretable and controllable.

Metzler et al. is presented as a vision paper, suggesting a research

direction and laying out sub-projects within that direction. As such,

it is entirely appropriate for the paper to explore areas which are

characterized by unsolved problems. However, we think that the

vision as presented in [49] is fundamentally flawed in two respects:

Technical flaws. First, it is flawed technically in that it is based on

misconceptions of the technical capabilities of language models. For

example, point (6) is best understood not as an ‘unsolved problem’,

1
https://www.youtube.com/watch?v=_xLgXIhebxA, accessed 13 Sep 2021

2
https://blog.google/products/search/introducing-mum/, accessed 20 Sep 2021

3
Metzler et al. refer to this, surprisingly, as a side-effect of ‘reasoning-like capabilities’.

In fact, LMs are not evenmaking things up. They are only generating plausible sounding

strings; any meaning in those strings is actually imbued by the reader [8].

but rather a category error. Nothing in the design of language

models (whose training task is to predict words given context) is

actually designed to handle arithmetic, temporal reasoning, etc.

To the extent that they sometimes get the right answer to such

questions is only because they happened to synthesize relevant

strings out of what was in their training data. No reasoning is

involved [8, 47]. Similarly, language models are prone to making

stuff up (see (5) above), because they are not designed to express

some underlying set of information in natural language; they are

only manipulating the form of language.

In brief, the argument from [8] is that a machine learning model

cannot possibly learn what is not in its data, and the data for lan-

guage model does not provide the machine with any signal it can

use about meaning. Languages are systems of signs (pairings of

form and meaning [20]). Once a person or other agent has acquired

that system, they can use the form to reconstruct meaning, but the

acquisition requires access to both. Thus, while the distributional in-

formation absorbed by language models can make them extremely

useful components of larger systems, the fact that it also enables

them to generate seemingly relevant and coherent text does not

make them trustworthy sources of information— even as sounding

conversational makes people more likely to trust them [1, 24].

Conceptual flaws. Secondly, and more importantly, we see this

proposal as flawed conceptually in terms of its vision for how tech-

nology should support human information seeking behavior. Met-

zler et al. begin their conclusion with the claim that their paper

“envisions an ambitious research direction that doubles down on

the synthesis between modern IR and NLP to deliver on the long-

promised goal of providing human expert quality answers to in-

formation needs” (p.17). But they provide no citations nor other

evidence that anyone has been asking for such a system. We thus

read this ‘promise’ as not coming in response to a demand from

users, but rather as a technologist’s dream.

Nonetheless, we share the sense with [49] that a key step in

guiding research processes is imagining possible futures and then

working backwards towards what problems need to be addressed to

achieve them. At the same time, we think it is particularly important

for that imagining to be informed by not only what is and is not cur-

rently possible technologically but also by scholarship about how

technologies, especially once scaled, are affecting people. Thus we

are mindful of Noble’s [54] discussion of the importance of public

(rather than private) control of information systems and of Ben-

jamin’s [9, p.168] call to build tools with the goal of “engender[ing]

liberation”.

With this understanding of the goals of technological envisioning

in mind, in the next sections, we will review what the information

retrieval literature tells us about how and why people engage in

search and discuss possible pitfalls of dropping a language-model-

based dialogue agent into such situations, especially as a one-size-

fits-all search solution.

3 SITUATING SEARCHWITHIN SOCIETY
AND TECH DEVELOPMENT

Searching for relevant information or knowledge has been a criti-

cal activity for individuals and societies for centuries. Universities,

libraries, and other places of knowledge have been at the core of
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development of many civilizations as they provide not only infor-

mation, but also services and expertise to access that information

[34, 41]. In the past few decades, such repositories have become

available through online access with a new set of tools and methods,

namely search engines with keywords, short phrases or questions

as a way to access relevant information. As the amount of informa-

tion produced and made available online has increased dramatically,

these tools and services have evolved in their ability to capture,

store, and serve information. On the other hand, the users of these

services have also changed how they use the systems, what they

expect in return, and what makes them satisfied [44, 45, 75]. The

question to consider now is how should these services and the

usage patterns they support develop next? Should the systems pro-

vide more or different ways to interact with information? Should

they focus on reducing cognitive load of users by offloading some

of their thinking or decision-making? Should the users develop

better literacy with respect to the tools for accessing information

or expect these tools to become more amenable to their current

practices?

3.1 Search and society shape each other
What is a good search system? The answer to this question in any

given era has followed the state of society and how it envisioned

itself advancing. Consider Vannevar Bush’s Memex [14], from the

post-WWII era, contemporaneous with the rise of office work and

workers increasing need to deal with large amounts of information.

Bush envisioned a system based on an office desk, where workers

would receive and process information, and transformed the desk

into a system that could store and retrieve meaningful information

at a large scale. Since Memex, many other proposals, visions, and

models for search have come and gone. Some have taken root in our

society, whereas some were forgotten so quickly that hardly anyone

remembers (case in point: SearchMe
4
—a visual search system).

Success or failure, these ideas and visions reflect the current state

of society and how we think it would benefit from technological

advancements. In addition, we argue that just as everyone would

have a different idea about how to advance society, the visions

for search systems (and for that matter, any automated decision

system) are often tied to one’s own beliefs and strengths. We need

look no further than some of the Salton Award winners and their

keynotes at SIGIR conferences in the last decade or so.

Sue Dumais (2009 winner) advocated for an interdisciplinary

approach to addressing search problems that involves not only

developing intelligent systems, but also a deeper understanding

of human cognition and interactions. Norbert Fuhr (2012 winner)

contrasted search systems with database systems and proposed to

address information object needs as well as task needs. Nicholas

J. Belkin (2015 winner), a strong proponent of interactive IR, envi-

sioned how we could build search systems that incorporate utility

of information to the user rather than objective relevance only.

Kalervo P. Jarvelin (2018 winner) emphasized how important it

is to understand and model the context in which the information

interactions take place, in order to serve the information seekers.

Most recently, ChengXiang Zhai (2021 winner) presented a view

4
https://en.wikipedia.org/wiki/SearchMe, accessed 27 Sept 2021

of search systems where the notion of ‘intelligence’ has been shift-

ing from system-centered to user-centered. These are all different

perspectives on the future of IR systems from visionary scholars.

We can also look at related communities such as CHIIR, RecSys,

The Web Conference, and WSDM, and find visions for search sys-

tems that range from new neural models to innovative ways for

artificial agents to engage in natural language conversations. Un-

surprisingly, these views reflect the particular expertise and career

contributions of the distinguished scholars who expressed them.

Accordingly, they often seem to involve extrapolation from past

and current research trajectories rather than normative reasoning

about the interaction of search and society.

In this article, we seek to understand better (i) how visions for

search are situated within the different activities that people are

engaged in when they use search systems; (ii) how a search system

based on language models would fit into such activities; and (iii)

the implications, both for individuals and society, of such choices

around search system design. This discussion will also lead to envi-

sioning of what the future of search systems should look like.

3.2 Searching has evolved
Looking back at the last few decades, it is clear that the way we

search, the results that we expect, and the price we are willing to

pay have changed. Marchionini gives us a nice summary of how

searching has evolved (up to the early years of the 21st century) in

Figure 1—presented during the keynote at HCIR 2011 workshop,

which was a precursor to the CHIIR conferences.

Prior to 1980s, people often went to a search expert, viz. a librar-

ian, who would connect them with relevant information based on

a brief interview. That interaction style changed as large amounts

of information went online and started getting connected with

the World Wide Web. Search engines emerged that allowed even a

novice to search through large amounts of information with a few

keywords—without knowing a specific query language or waiting

for long. We are still living with this model as the most prominent

way of searching. However, with the emergence and ever-growing

popularity of social media services, searching also became more

social. Question-answering platforms gained enormous success

with hundreds of millions of users asking and answering questions

through social and community Q&A services [28, 60]. Information

became a commodity that could be traded for engagement, driving

people to contribute, rate, and comment more [17]. Searching is no

longer only about finding relevant information from a few select

sources. Since almost anyone can produce and disseminate infor-

mation, knowing who created information and with what agenda

became increasingly important for finding useful and trustworthy

information [18, 62].

This evolution of search systems and our behaviors around them

is, of course, still continuing. New devices, modalities, and services

have offered access to information in even more situations and to

even more people, at the same time deepening the crises of mis-

information and disinformation [26, 69]. In short, searching for

relevant or useful information is not a simple problem of matching

a clearly expressed information need to well-articulated answers

from trusted sources. Information sources as well as people’s infor-

mation seeking behavior have become more diverse, which in turn
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Figure 1: Evolution of searching over decades. Courtesy: Gary Marchionini. Produced with permission.

increases the need for flexible tools that can support diverse modes

of usage [46].

3.3 Searching beyond lookup
Google VP Nayak’s MUM blog post presents two kinds of queries

from the perspective of a prospective mountain climber. The first is

open-ended: “I’ve hiked Mt. Adams and now I want to hike Mt. Fuji.

What should I do differently to prepare?” The second is especially

specific: The user uploads a photo of the hiking boots they wore

on Mt. Adams and asks if they would be appropriate for Mt. Fuji.

In both cases, Nayak invites us to imagine the search engine as an

expert which is able to fill in relevant information (e.g., summit

height, trail difficulty, weather conditions, what type of boots are

pictured and what properties they have, etc.) and both provide the

user with answers and direct them to further resources.

Contrast this with the conception of search embedded in the

derisive response “Here, let me google that for you.” This response

is used when someone asks another person a question which can

easily be found by direct lookup.
5
Such a response is only appro-

priate in the context of simple lookup queries. That is, it would be

a very strange answer to the query above about preparing to hike

Mt. Fuji, but entirely appropriate if someone emailed someone else

a query such as “How tall is Mt. Fuji?”.

In order to design systems that support people in their search

activities— or more broadly, in the activities that include search

as a component— it is critical to first understand what those ac-

tivities are and how search fits in. Marchionini [46] divides search

behaviors into three types that he calls lookup, learn, and investigate.
Lookup is the most basic kind of search task and has been the main

focus of scholarly work on Web search engines and information

retrieval (IR) techniques. In the remainder of this section, we briefly

review the literature on search activities that go beyond lookup.

For this, we will consider three categories of searching that have

5
See https://letmegooglethat.com/ and https://lmgtfy.app/, accessed 27 Sept 2021.

224

https://letmegooglethat.com/
https://lmgtfy.app/


Situating Search CHIIR ’22, March 14–18, 2022, Regensburg, Germany

received substantial amount of attention in the CHIIR-related liter-

ature, and what we believe to serve as exemplars of going beyond

lookup. In §4, we will consider how Google’s imagined dialogue

agent would function in a variety of search scenarios.

3.3.1 EXEMPLAR-1: Searching as exploration. White and Roth [71,

p.38] define exploratory search as a “sense making activity focused

on the gathering and use of information to foster intellectual de-

velopment.” Users who conduct exploratory searches are generally

unfamiliar with the domain of their goals, and unsure about how

to achieve them [71]. Many scholars have investigated the main

factors relating to this type of dynamic task, such as uncertainty,

creativity, innovation, knowledge discovery, serendipity, conver-

gence of ideas, learning, and investigation [2, 46, 71].

These factors are not always expressed or evident in queries

or questions posed by a searcher to a search system. Kuhlthau

[42], Marchionini [45], and Wilson [74] each have proposed mod-

els to explain information seeking and exploration with different

stages and layers. While they identify a distinct part of their model

where query execution happens, they acknowledge that such a part

is integral to the whole process of information seeking and may

not be implemented in isolation disregarding other parts. In other

words, simply focusing on query processing may not be sufficient

to address the other elements of exploratory search.

3.3.2 EXEMPLAR-2: Searching to accomplish tasks. Beyond search-

ing as exploration, there are also many other tasks of which search

serves as a component, and scholars such as Belkin [3], Wilson

[73], Dervin [22], and Shah and White [63] urge us to study search

in that broader context. These tasks can be clearly defined (e.g.,

looking for hiking boots) or open-ended (e.g., ideas for organizing a

birthday party in a pandemic). Suchmacro tasks can call for a search

task [15, 67]. Search tasks can vary in complexity as they involve

different activities and contextual factors. Some search tasks such

as simple fact-finding require few interactions with the information

systems and can be completed in short period of time with one or

two queries. On the other hand, accomplishing a complex search

task requires completing multiple sub-tasks in multi-round search

sessions with multiple queries and interactions with multiple infor-

mation objects (i.e., documents, items) [70]. Being able to identify

users’ overall tasks and sub-tasks enables systems to provide people

with better access to information [48].

In order to do that, a search support system needs to be able to

go beyond fulfilling one query at a time. Understanding tasks and

underlying intents which engage people in the process of seeking

information is crucial to selecting appropriate ranking, re-ranking

and query suggestions [57]. The majority of search task and intent

identifying methods take a contextual approach to understand task

intents by analyzing searchers’ explicit and implicit behavioral

actions recorded in search logs such as queries, clicks, time and

other contextual information [40, 53, 76, 77]. Boiling down the

richness of context, task, and user intents to their query or question

may generate incomplete or incorrect results. That is why search

experts (e.g., librarians) use interactive methods such as sense-

making questionnaires [23] to elicit more information about the

user’s task and purposes behind seeking information before trying

to find and recommend relevant resources.

Figure 2: Four dimensions of information seeking strategies
(ISS). Reproduced from [4].

3.3.3 EXEMPLAR-3: Searching as learning. When thinking of search,

one might often think first of gathering information. However,

there is also another important type of activity that we carry out

via search: searching as learning [68]. Kuhlthau [42], as a part of

her Information Search Process (ISP) model, explores these two

activities and argues that they are both interrelated and they both

need interventions and support.

Various theories and studies in information science literature

have tried connecting the search process to the dimension of knowl-

edge [21, 31, 35, 59]. As information seekers find information to

fill in the gaps in their knowledge, they also learn about the task

and the topic [59]. This, in turn, changes what information they

seek and how. Finding information and restructuring knowledge or

learning can go hand-in-hand. In other words, information search

is a sense-making process [21], bridging the uncertainty (gap in

knowledge) between the expected and observed situation.

4 LM-BASED DIALOGUE AGENTS IN
DIFFERENT SEARCH SCENARIOS

The previous section summarized various ways in which search

plays an important role in our lives, many of which go beyond sim-

ply finding relevant information. In this section, we will attempt to

systematically examine various types of information interactions

around search to better understand if and how they are supported

by the Google proposals. We ground this in a framework for infor-

mation seeking strategies (ISS) [4] as well as search intentions [51]

(§4.1) and then examine how an LM-based dialogue agent would

function in a sample of scenarios (§4.2).

4.1 Information seeking strategies (ISS)
When seeking for information, a searcher can use different modes

or methods, use different resources, and have different objectives

or goals. Collectively, these form a strategy, which Belkin et al.

[4] refer to as information seeking strategies (ISS). Therefore, to
ground our work in a conceptual framework, we will use ISS as

the basis. We also argue, much as many scholars have [19, 36, 37],

that information seeking/retrieval is or should be considered as an

interactive process with human involvement.

Before we investigate how various ISS are addressed (or not)

using the proposals being considered here, let us summarize the
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key concepts of ISS. Belkin et al.’s [5] model of information seeking

behaviors posits four dimensions (Figure 2): method of interaction

(searching/scanning), goal of interaction (selection/learning), mode

of retrieval (specification/recognition), and resource considered

(information/meta-information). While one can think about vari-

ous degrees of gradation in each of the four dimensions, we will

stick with the dichotomous view of them, leading to Belkin et al.’s

16 possible combinations, and presented in Figure 3.
6
The four di-

mensions of ISS presented in Figure 2 are elaborated in Table 1,

along with the envisioned support from a system based on our own

interpretations.

4.2 Addressing ISS-based search scenarios
Different ISS can be supported through appropriate features of a

system, relevant functions on an interface, and corresponding inter-

ventions or recommendations. Here, we will examine a few of those

16 possible ISS to understand how they could be addressed using

the Google proposals. To guide our discussion, we will approach

this from two different lenses: through the four dimensions of ISS

and through user search intentions.

In a realistic situation, a user is likely to move through multiple

ISS, engaging in a series of search activities, differing along one or

more of these dimensions. For example, they could start by looking

for familiar objects with browsing (Mode of interaction: Scanning,

Goal of interaction: Learning, Mode of retrieval: Recognition, Re-

source considered: Meta-information; ISS-2) and then move to a

Goal of interaction: Selecting, Mode of retrieval: Specification, and

Resource considered: Information (i.e., ISS-7). The system should

change the type and the level of support provided with each of

these configurations. The Google proposals do not account for such

shifts in ISS. A primary reason for this is their reliance on knowledge
captured and represented in the underlying LM, whereas ISS frame-

work is focused on what the user is doing and how. The Google

proposals say little to nothing about being able to understand or

differentiate different scenarios and strategies from the user side.

As an additional way to think through search scenarios (similar

to [72]), let us examine the system support through a narrower lens

of a user working with a search system (rather than a broader infor-

mation seeking support system that could also provide more direct

provision of scanning, learning, recognition, and meta-information).

Many scholars have identified a set of intentions that a user may

have while working with such search system. These intentions,

taken from a comprehensive list compiled by Mitsui et al. [51], are

listed in Table 2 along with their associated ISS. Note that it is

difficult to make exact mappings of search intentions, which are

quite narrow and focused, to ISS, which represent a broad sense of

user intent and process. Therefore, what is found in this table is

based on our own subjective interpretation. Regardless, we can see

that these 20 intentions can be mapped to 5 different ISS. Each of

these ISS requires a different kind of support.

ISS-2. includes cases where the user wishes to learn the database

or learn domain knowledge, and calls for the system to provide a list

with enough relevance and diversity that one could scan through

in order to learn and form ideas. Here, the user is not interested in

6
In going from four dimensions to 16 configurations, we follow Belkin et al. in assuming

the dimensions to be orthogonal.

simply retrieving one object, but hoping to learn about the search

space and shape their search process. For example, imagine a user

who is interested in discovering resources available to people who

are at risk of being evicted from their homes. The corpus contains

several matching documents, from a variety of sources, including

state and local governments, non-profits (some affiliated with reli-

gious groups, others secular), as well as predatory organizations.

The user might enter a query such as “Who can help me avoid being

evicted?” The language-model-based agent envisioned by Metzler

et al. [49] might synthesize some text based on any combination

of those sites and then generate an associated citation in the form

of a link to one or more of them. Nothing in that system design

ensures a solid, reliable link between the synthesized text and the

cited resource. But perhaps more importantly for this scenario, it

does not display a range of possible resources, and thus prevents

the user from being able to build their own model of the space of

possibilities available.

ISS-5. The range of search activities that map to ISS-5 include

cases where the user would scan through a list of options to find the

best one, detect duplicates, evaluate one or more of the options for

correctness, evaluate the usefulness of the options, find one specific

one, identify additional options beyond those already known, etc.

These all involve cases of browsing and sense-making. Imagine

a user who is trying to decide on a new mattress to purchase. The

user may not even have a good sense of how much a mattress

should cost or the set of criteria to use for filtering through a wide

range of possibilities. The question of what mattress is ‘best’ of

course is highly dependent on many subjective factors. A query

such as “What is the best mattress?” or even “What are the best

deals on good mattresses for side sleepers?” or similar posed to an

LM-based dialogue agent does not provide the user with a list of

options which they can explore according to their own criteria.

When search is not mediated by conversation agents, a user

can go to a mattress website (or a physical store) to browse, to sift

through some possibilities, and then pick some options to assess.

Then, they can run a query or ask a question. Thus, an ISS-5 activity

can quickly turn into an ISS-7 activity once the user has developed

some understanding of what they are looking for.

ISS-7. This type includes cases where the user makes a selection

from a given list of presumably relevant information objects. In this

case the user knows what they are looking for and are engaging in

information filtering. For example, imagine a user looking for a

TV stand. They can go to an e-commerce site and search for ‘TV

stand’. The site displays a number of results based on some criteria

of relevance to that user. The user can then choose to apply various

filters for price, size, and rating. This narrows down the results,

making it easier for the user to pick an appropriate option. The

difference between ISS-5 and ISS-7 is the mode of retrieval— the

former operating with recognition and the latter works through

specification. The Google proposals may have difficulty supporting

ISS-7 as it calls for interaction and information filtering. While

these can be done in case of a dialogue service like the one demon-

strated with LaMDA, the conversation episode may become too

cumbersome for a good user experience.
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Figure 3: Information seeking strategies (ISS). Reproduced from [4].

Table 1: Dimensions of ISS and their descriptions.

Dimension Aspect Description System support
Method of
interaction

Searching User knows what they want (known Retrieval set with high relevance,

item finding) narrow focus

Scanning Looking through a list of items Set of items with relevance and

diversity

Goal of
interaction

Selecting Picking relevant items based on a Set of relevant items with disclosure

criteria about their characteristics

Learning Discovering aspects of an item or Set of relevant and diverse items with

resource disclosure about their characteristics

Mode of
retrieval

Specification Recalling items already known or Retrieval set with high relevance,

identified with one or a few select items

Recognition Identifying items through simulated Set of items with relevance and

association possible personalization

Resource
considered

Information Actual item to retrieve Relevant information objects

Meta-information Description of information objects Relevant characteristics of

information objects

ISS-13. This is the case where the user is trying to use the search
results to formulate their needs better as well as learn more about

the task at hand. Here we see a stark difference between three op-

tions: first, how the user would interact with a human information

specialist; second, how they would interact with a search engine

that provides a ranked list of resources; and third, how they would

interact with an artificial dialogue agent. It might seem on the

surface that the dialogue agent would be a better substitute for a

human specialist, but this would actually require science-fiction

level advances in technology. Take, for example, the case of a user,

located in the US, who wants to find a 24-hour advice nurse they

can call, and is unaware that which service one can call depends on

one’s affiliation with a given hospital and/or insurance plan. This

user might issue a query such as “What is the number of a 24-hour

advice nurse?” A human information specialist might well know

(from e.g., handling previous similar queries) that a useful answer

to this question depends on the person’s healthcare provider and

insurance plan. Such an information specialist would then work

with the person issuing the query to refine their search. Automated

search systems would work from an underlying corpus (here, web-

sites) which would have numerous documents containing strings

like “You can reach our advice nurse, 24 hours a day” followed by

phone-number shaped strings of digits. A standard search engine

would provide a set of results that, through their URLs or othermeta-

data, would display the organizations associated with the health

care providers and insurance plans. While the user might still not
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Table 2: Search intentions and associated ISS.

Intention Associated ISS
Access Common (AC) 15

Access Page (AP) 15

Access Specific (AS) 15

Evaluate Best (EB) 5

Evaluate Correctness (EC) 5

Evaluate Duplication (ED) 5

Evaluate Specific (ES) 7

Evaluate Usefulness (EU) 5

Find Characteristic (FC) 5

Find Known (FK) 15

Find Without Predefined (FP) 7

Find Specific (FS) 5

Identify More (IM) 5

Identify Specific (IS) 5

Keep Record (KR) 7

Learn Database (LD) 2

Learn Domain Knowledge (LK) 2

Obtain Part (OP) 13

Obtain Specific (OS) 15

Obtain Whole (OW) 13

realize that this metadata is important to their choice among the

options, there is at least the chance that they would see it and make

that connection. A language-model-based dialogue agent, on the

other hand, would likely synthesize a string with a phone-number

shaped string of digits (possibly not even an actual phone number

from a relevant source document) and might link to one or another

of the web pages with text about advice nurses (not necessarily

the same one with the phone number), but is unlikely to know

to foreground the information about which patients the number

is available to, nor to provide multiple options differentiated by

healthcare provider/insurance plan.
7

ISS-15. Finally, ISS-15 refers to a scenario where the user under-

stand the problem quite well and can specify exactly what they

are looking for. This includes simple cases of direct look up, which

would seem to be well-supported by the Google proposals. How-

ever, as Dinan et al. [24] argue, there are safety concerns when

the queries touch on sensitive topics. They illustrate this with a

hypothetical query to a conversation agent phrased as “I’m taking

OxyContin for chronic back pain. But I’m going out tonight. How

many drinks can I have?” [Ibid, p.3] If the system answers incor-

rectly but is perceived as answering confidently, and furthermore

does not present the user with transparent and accessible means of

verifying the source of the information, there are immediate risks

to health and well-being.

Analysis. Our goal in considering these different scenarios has

been to show the ways in which a language-model-based dialogue

7
Why are we so skeptical here? Because of the way language models work: The corpus

is full of pages cheerfully advertising that ‘you’ can call us anytime, whereas the

knowledge that that ‘you’ refers to patients of particular providers or subscribers to

particular insurance plans is entirely contextual. The language models can and will

string together answers with similar references to ‘you’ and no appropriate context.

agent cuts off the user’s ability to work flexibly with search results.

This is perhaps a counter-intuitive claim, as natural language in-

terfaces for queries, especially those that support dialogue, would

seem to be providing much more flexibility and approachability

than keywords or (worse yet) structured query languages. Based

on the analysis above, we see three different sources for lack of

flexibility:

First, the system is likely to come across as too authoritative,

as providing answers to questions rather than pointers for where

to look further suggests a finality to the answer. As case in point

is what the search system should do with questions that embed

false presuppositions, such as “What is the ugliest language in In-

dia?” which in 2021 Google embarrassingly answered with the text

snippet “What is the ugliest language in India? The answer is
Kannada, a language spoken by around 40 million people in south

India.”8 Ideally, rather than answering the question, the system

should challenge the presupposition, because answering the ques-

tionwithout challenging the presupposition implicitly accepts those

presuppositions into the common ground, i.e., implicitly affirms

the user’s point of view [38, 43].
9

Second, by synthesizing results from multiple different sources

and thus masking the range that is available, rather than providing

a range of sources, the system cuts off the user’s ability to explore

that space. We note that Metzler et al. do consider the problem

of handling ‘controversial’ queries, and in this context propose

to provide a range of answers. However, just knowing a range of

viewpoints exists, without any contextualization of how widely

supported each is or what kinds of source documents support each,

does not position users to build on their information literacy [64].

Modern systems, which allow purveyors of misinformation and

other fringe elements to SEO their way into search results to be

presented side-by-side with credible sources are clearly insufficient.

But what is needed here is not a system that purports to answer

questions and flags cases of ‘disagreement’ or ‘controversy’, while

generating synthetic links to possible sources for ‘both sides’, but

rather information exploration tools that help users to differentiate

among information sources.
10

Finally, there is the problem that language models, in synthesiz-

ing text, may well provide results that simply are not true, creating

dead-ends in the user’s search process that are hard to recover from.

4.3 Addressing different types of searchers
Another key dimension to consider when designing search technol-

ogy is the range of users who will be interacting with the system.

When information databases were tools used only by information

professionals, the system designers could rely on specific kinds of

training and even produce training materials. But search engines

are positioned to be immediately usable by everyone with internet

8
https://www.bbc.com/news/world-asia-india-57355011, accessed 27 Sept 2021. Bold-

face in the original, presumably indicating the matched search terms.

9
This point is closely related to Dinan et al.’s [24] category of Yea-Sayer Effect,

the class of safety hazards wherein conversational agents cause harm by responding

uncritically to problematic content.

10
A system that purports to answer questions furthermore has the same responsibilities

as do journalists in avoiding the ‘false balance’ of including well-supported positions

alongside fringe ideas, just because they contradict each other [e.g. 12, 13, 25]. Doing

this with any kind of reliability seems far, far beyond the capabilities of language-

model-based systems.
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access. Therefore, as we consider how dialogue agents would func-

tion, it is critically important to keep in view a wide variety of users

[52]. How would search results, provided via a natural language

interface, be interpreted by, for example: young children, people

with limited literacy using voice interfaces, highly educated people

searching outside their area of expertise, people searching in one

language and retrieving information in documents from languages

they do not speak, or simply anyone who is not able to adequately

able to express their information needs? In all of these cases, how

would a dialogue-style presentation of search results hinder or sup-

port the user’s ability to situate the particular result within their

current information literacy and support further development of

information literacy [64]?

The issue of serving people with low information literacy has

been raised by many, but the gap between a user’s need and an

information system may not be exclusively due to low information

literacy. When it comes to accessing information, as many scholars

have pointed out, people don’t know what they don’t know [61]. Re-

lying on the user of a search system to provide a clear articulation

of their information need may be insufficient in many cases. This

is especially true for people with inadequate language proficiency

or information literacy, but almost all users experience this at least

occasionally. Supporting such cases is not always clear or explicitly

stated as the search engines heavily rely on accepting and process-

ing a given query or question with only flexibility for such things as

spelling mistakes or term ambiguities. Smith and Rieh [64] argue in

their CHIIR perspective paper that search engines should support

information-literate actions such as comparing, evaluating, and

differentiating between information sources. While this argument

can be debated (and indeed it was debated extensively at the CHIIR

2019 conference), it is clear that people do not use search engines

for only finding specific information based on preconceived notion

of a need; instead, they are also using it to learn, explore, and make

decisions. More importantly, many people could use more support

and guidance in their search process than simply responding to

queries or questions.

4.4 Addressing bias in search results
The foundational work of Sweeney [66] and Noble [54], among

others, has documented how modern search engines absorb and

amplify biases and then reflect them back to users, showing a world

where, for example, Blackness is associated with criminality and

searches on ‘Black girls’ and other identity terms return pages of

links to pornography.Worse, that view of the world is presented and

frequently perceived as ‘objective’ and ‘normative’. As Benjamin

[9] argues, this is because race itself is a technology which interacts

with the design and use of other technologies to present whiteness

as default and normal and the white gaze as dispassionate and

allowing a ‘view from nowhere’ [29, 65].

A shift to placing language modeling at the core of search risks

further exacerbating this problem, both in terms of increasing the

range and extent of harmful biases amplified by the system and

in terms of decreasing users’ ability to recognize and refute those

biases. We see the former risk in the extensive literature on bias in

language models ([e.g., 11, 16, 32]; see [10] and [7] for overviews).

We see the latter in the way that humans are likely to interact

with search results packaged as an interlocutor [1, 24]. Search en-

gines that provide a window onto a space of results, each paired

with metadata, are far from perfect in this regard, as Noble [54]

extensively documents. It is far too easy to look at a page full of

stereotype-confirming results and have the impression that “Every-

one must think so,” if conceiving of the search results as reflecting a

natural distribution of human behavior, or, worse, “That’s just how

the world is,” if perceiving the search engine as an objective source

of disembodied knowledge. Nonetheless, looking at the arrayed

results, the user is positioned to ask: Where do these come from?

What else is in the corpus but not returned (or not in the first page

of results)? What else is not in the corpus (is not indexed by the

search engine), and why not? Contrast this with posing the query

as a question to a dialogue agent and receiving a single answer,

possibly synthesized from multiple sources, and presented from a

disembodied voice that seems to have both the supposed objectivity

of not being a person (despite all the data it is working with coming

from people) and access to “all the world’s knowledge”. Where

are the toe-holds that would allow a user to start to understand

where the results are coming from, what biases the source data

might contain, how those data were collected, and how modeling

decisions might have amplified biases?

5 PATHS FORWARD
We stand at a crossroads where in the midst of the excitement of

what LMs and “AI”-based approaches can do for search systems,

there are also important consequences to consider for the future of

information seeking behaviors and how their richness is supported.

5.1 Deploying guardrails for status quo
It seems fairly likely that, despite our warnings in this paper and

similar critique from others, Google and others will continue to

work on dialogue agents with the goal of having them replace

standard search engines in a variety of search tasks. Indeed, even

before Google’s various announcements in 2021, we have seen the

beginnings of such developments in the form of ‘answer boxes’

or ‘featured snippets’ [33] and the ability to use voice assistants

to access standard web search. As noted in Section 4.2, there are

at least some cases in which a dialogue agent can be helpfully

deployed, such as known item finding.

Given this likely trajectory, what can and should be done? We

argue that to the extent that language-model-based dialogue agents

are used in search scenarios, there is an urgent need for trans-

parency along many dimensions: such systems should be trans-

parent to their users about their limitations, about the nature of

their source corpus and any other data used in training system

components, about the economic forces that shape search results,

about the potential for the system to reflect and amplify societal

biases, and about options for redress when examples of bias per-

petuation are found. Satisfying these needs for transparency will

require many kinds of work: work on documenting system com-

ponents and training sets (following proposals such as [6, 30, 50]

but instantiated for specific systems), work on documenting and

understanding bias perpetuation such as [54], work on designing in-

terfaces that make the system properties transparent to all types of
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users, and finally work on regulation that will shape such systems

in ways that protect the public interest.

5.2 A new vision
We should not, however, assume that language-model-based dia-

logue agents are the only possible future for search. In this section,

we briefly lay out an alternative vision. We first present desiderata

for building an ideal search system. These include:

• The systemmust support all 16 information seeking strate-
gies (ISS) [4] as well as transitions between them.

• There must be a clear way for the user to carry interactions
with the system with iterations of request-response that

carry the knowledge from previous interactions to the next.

• These interactionsmust be supported through variousmodal-
ities and modes of communication, including different

types of devices, interfaces, languages, and expression of

information need (keywords-based queries, questions, ges-

tures, etc.).

• The systemmust support all of the 20 search intentions [51].
• The system should provide sufficient transparency about

the sources where the information objects are coming from,

as well as the process through which they are either ranked

or consolidated and presented.

• The system should support users in increasing their infor-
mation literacy [64].

• The system should be free of economic structures that
support and even incentivize the monetization of concepts

(such as identity terms) and allow commercial interests to

masquerade as ‘objective’ information [54].

It should be clear from this list that neither the current state-of-

the-art systems nor the new proposals by Google for their future

search system meet all these criteria. We, therefore, advocate for

the following steps for the future of research and development of

search systems.

One size does not fit all for search. What is needed is either a

suite of tools, each with transparent documentation of their affor-

dances and clear hand-offs between tools or a single system with

the ability to support different search scenarios and transitions

between them. This can be done with a combination of interactiv-

ity and personalization with several tools and functions available

within such a system. For instance, a search system should have

functions for supporting searching as well as scanning and use the

knowledge about a user’s task and their context while providing

appropriate support.

Rather than mapping rich contexts and variety of tasks to query-

document or question-passage mappings for quick retrieval, the

system should instead first focus on better understanding those

contexts and tasks through a combination of context extraction

techniques, dialogue with the user, and support for interaction.

Finally, as the ability to understand the context and provenance

of information is critical users’ ability to vet it and, if appropri-

ate, integrate it into their own mental models, the system should

foreground sources and avoid decontextualizing snippets of text

(or ‘information’). On a broader scale, preservation of context is

crucial to combating the pernicious effects of pattern recognition

over datasets expressing harmful social biases: The search system

of the future should support curation of datasets, transparent doc-

umentation of the types of sources contained in a source corpus,

and democratic governance of the overall information system.

6 CONCLUSION
In this perspective paper, we call on the research community to

situate our visions of search both within an understanding of how

current search technologies interact with users and affect others as

well as within an imagined version of the future that includes a wide

variety of search users, with a wide variety of information literacies

and who undertake a wide variety of information seeking activities.

In seeking to support those searchers, we should be looking to build

tools that help users find and make sense of information rather than

tools that purport to do it all for them. We should also acknowledge

that the search systems are used and will continue to be used for

tasks other than simply finding an answer to a question; that there is

tremendous value in information seekers exploring, stumbling, and

learning through the process of querying and discovery through

these systems [55].

As we seek to imagine and build such systems, we would do

well to remember that information systems have often been run

as public goods [27] and our current era of corporate control of

dominant information systems is the aberration. In tracking and

mitigating current and future harmswe should carefully analyze the

influences and effects of the profit motive in shaping information

systems provided (for ‘free’) by private industry [54] and in imaging

future information systems we should be sure to envision what a

modern, public information system could be.
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